
CS 70 Discrete Mathematics and Probability Theory
Fall 2024 Hug, Rao HW 08

Due: Saturday, 10/26, 4:00 PM
Grace period until Saturday, 10/26, 6:00 PM

Sundry
Before you start writing your final homework submission, state briefly how you worked on it. Who
else did you work with? List names and email addresses. (In case of homework party, you can just
describe the group.)

1 Count It!

Note 11 For each of the following collections, determine and briefly explain whether it is finite, countably
infinite (like the natural numbers), or uncountably infinite (like the reals):

(a) The integers which divide 8.

(b) The integers which 8 divides.

(c) The functions from N to N.

(d) The set of strings over the English alphabet. (Note that the strings may be arbitrarily long, but
each string has finite length. Also the strings need not be real English words.)

(e) The set of finite-length strings drawn from a countably infinite alphabet, C .

(f) The set of infinite-length strings over the English alphabet.

2 Unprogrammable Programs

Note 12 Prove whether the programs described below can exist or not.

(a) A program P(F,x,y) that returns true if the program F outputs y when given x as input (i.e.
F(x) = y) and false otherwise.

(b) A program P that takes two programs F and G as arguments, and returns true if F and G halt
on the same set of inputs (or false otherwise).

Hint: Use P to solve the halting problem, and consider defining two subroutines to pass in to
P, where one of the subroutines always loops.
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3 Kolmogorov Complexity

Note 12 Compressing a bit string x of length n can be interpreted as the task of creating a program of
fewer than n bits that returns x. The Kolmogorov complexity of a string K(x) is the length of an
optimally-compressed copy of x; that is, K(x) is the length of shortest program that returns x.

(a) Explain why the notion of the "smallest positive integer that cannot be defined in under 280
characters" is paradoxical.

(b) Prove that for any length n, there is at least one string of bits that cannot be compressed to less
than n bits, assuming that no two strings can be compressed to the same value.

(c) Say you have a program K that outputs the Kolmogorov complexity of any input string. Under
the assumption that you can use such a program K as a subroutine, design another program
P that takes an integer n as input, and outputs the length-n binary string with the highest
Kolmogorov complexity. If there is more than one string with the highest complexity, output
the one that comes first lexicographically.

(d) Let’s say you compile the program P you just wrote and get an m bit executable, for some
m ∈ N (i.e. the program P can be represented in m bits). Prove that the program P (and
consequently the program K) cannot exist.

(Hint: Consider what happens when P is given a very large input n that is much greater than
m.)

4 Probability Warm-Up

Note 13 (a) Suppose that we have a bucket of 30 green balls and 70 orange balls. If we pick 15 balls
uniformly out of the bucket, what is the probability of getting exactly k green balls (assuming
0 ≤ k ≤ 15) if the sampling is done with replacement, i.e. after we take a ball out the bucket
we return the ball back to the bucket for the next round?

(b) Same as part (a), but the sampling is without replacement, i.e. after we take a ball out the
bucket we do not return the ball back to the bucket.

(c) If we roll a regular, 6-sided die 5 times. What is the probability that at least one value is
observed more than once?

5 Five Up

Note 13 Say you toss a coin five times, and record the outcomes. For the three questions below, you can
assume that order matters in the outcome, and that the probability of heads is some p in 0 < p < 1,
but not that the coin is fair (p = 0.5).

(a) What is the size of the sample space, |Ω|?
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(b) How many elements of Ω have exactly three heads?

(c) How many elements of Ω have three or more heads?

For the next three questions, you can assume that the coin is fair (i.e. heads comes up with p = 0.5,
and tails otherwise).

(d) What is the probability that you will observe the sequence HHHTT? What about HHHHT?

(e) What is the probability of observing at least one head?

(f) What is the probability you will observe more heads than tails?

For the final three questions, you can instead assume the coin is biased so that it comes up heads
with probability p = 2

3 .

(g) What is the probability of observing the outcome HHHTT? What about HHHHT?

(h) What about the probability of at least one head?

(i) What is the probability you will observe more heads than tails?
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